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SUMMARY 

Loss of a sensory modality can lead to functional 
enhancement of the remaining senses. For example, 
short-term visual deprivations, or dark exposure 
(DE), can enhance neuronal responses in the auditory 
cortex to sounds. These enhancements encompass 
increased spiking rates and frequency selectivity as 
well as increased spiking reliability. Although we pre-
viously demonstrated enhanced thalamocortical 
transmission after DE, increased synaptic strength 
cannot account for increased frequency selectivity 
or reliability. We thus investigated whether other 
changes in the underlying circuitry contributed to 
improved neuronal responses. We show that DE 
can lead to refinement of intra- and inter-laminar con-
nections in the mouse auditory cortex. Moreover, we 
use a computational model to show that the combi-
nation of increased transmission and circuit refine-
ment can lead to increased firing reliability. Thus 
cross-modal influences can alter the spectral and 
temporal processing of sensory stimuli by refinement 
of thalamocortical and intracortical circuits. 
INTRODUCTION 

The loss of a sensory modality can lead to functional enhance-

ment of the remaining senses in a process often termed 

‘‘cross-modal plasticity’’ (Bavelier and Neville, 2002). For 

example, blind individuals can display better tactile acuity (Grant 

et al., 2000; Van Boven et al., 2000; Goldreich and Kanics, 2003), 

sound localization (Lessard et al., 1998; Rö der et al., 1999), and 

pitch discrimination (Gougoux et al., 2004) than sighted individ-

uals. These results suggest that the absence of vision may 

trigger a refinement and/or sharpening of the remaining senses. 

There is accumulating evidence that even primary sensory 

cortices receive subthreshold modulatory information from other 

sensory systems. These inputs are thought important for multi-

sensory integration under normal conditions (Schroeder and 

Foxe, 2005; Ghazanfar and Schroeder, 2006) and mainly activate 
C

the superficial layers of a primary sensory cortex (Lakatos et al., 

2007; Iurilli et al., 2012). 

We recently showed that depriving mice of vision by dark 

exposure (DE) for about 1 week alters the sound-evoked re-

sponses in layer 4 (L4) of primary auditory cortex (A1) in that cells 

responded more robustly to sounds but also showed increased 

frequency selectivity (Petrus et al., 2014). Whereas some of 

these changes in the responsiveness to sound can be attributed 

to increased thalamocortical transmission following DE (Petrus 

et al., 2014), increased frequency selectivity and spiking reli-

ability cannot be accounted for by increased gain at the thalamo-

cortical synapse but likely requires refinement of thalamocortical 

as well as intracortical excitatory or inhibitory synapses, which 

can alter the spectral tuning of A1 cells (Li et al., 2013, 2014). 

DE also causes changes to miniature excitatory postsynaptic 

current (mEPSC) amplitudes in the superficial layers in A1 as 

well as in primary somatosensory cortex (S1) (Goel et al., 2006; 

He et al., 2012). Layer 2/3 (L2/3) neurons receive excitatory 

and inhibitory inputs from the superficial and granular layers, 

and refinement of these connections can give rise to increased 

frequency selectivity. We therefore investigated whether DE 

causes a refinement of intracortical circuits in A1. 

Although mEPSC and miniature inhibitory postsynaptic cur-

rent (mIPSC) recordings enable an investigation of changes in 

the strength of individual synapses onto a neuron, they do not 

reveal which synapses are affected. Moreover, changes in syn-

apse numbers between cells or the strength of unitary connec-

tions will not be revealed. Thus, to identify which microcircuits 

in A1 are affected by visual experience, we here use laser-scan-

ning photostimulation (LSPS) to spatially map the connectivity of 

excitatory and inhibitory inputs to A1 neurons to determine 

whether visual deprivation alters their circuit topology. To assess 

changes in both intra- and inter-laminar connections, we record 

from L2/3 neurons. We find that 6–8 days of dark rearing does 

not affect the intrinsic excitability of L2/3 neurons but does alter 

the spatial pattern of both excitatory and inhibitory intra- and in-

ter-laminar connections. Moreover, our results indicated that, in 

general, inter-laminar excitatory inputs originating from L4 were 

confined to a smaller area, indicating refinement of ascending 

connections. Furthermore, inhibitory inputs were also refined. 

To investigate the effects of circuit refinement, we implemented 

a computational model and found that refinement also resulted 

in more-reliable responses. Together, our results show that DE 
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Figure 1. LSPS to Map Intracortical Connections to L2/3 Cells 
(A) (Left) Infrared image of brain slice with patch pipette on layer 2/3 neuron (left). Stimulation grid is indicated by blue dots. The scale bar represents 200 mm. 

(Right) Position of recorded neurons within layer 2/3 is shown. Plotted is the relative position within layer 2/3 with 0 referring to the border with layer 4 and 100 

referring to the border with layer 1. Cells were sampled from the middle of layer 2/3 in NR and DE animals (p = 3.08e 1; KS test). 

(B) Measurement of spatial excitability profile by cell-attached recordings combined with photostimulation. Latencies for action potentials evoked in L2/3 neurons 

are encoded as pseudocolor. Note that action potentials were only evoked in a restricted area around the cell body. The scale bar represents 100 mm. 

(C and D) Distribution of distance within which 80% action potentials evoked over the population of neurons in L2/3 (C, solid line; n = 27 NR; n = 26 DE) and L4 

(C, dashed line; n = 27 NR; n = 26 DE), number of evoked action potentials (D, left graph; L2/3: solid line; L4: dashed line), and latency distribution of action 

potentials evoked in L2/3 neurons (D, right). Note that most spikes were evoked within 100 mm. The spatial excitation profiles (L2/3: p = 0.928; L4: p = 0.890; KS 

test) and numbers of evoked action potentials (L2/3: p = 0.731; L4: p = 0.660; KS test) of L2/3 and L4 neurons and latency distribution of L2/3 neurons (p = 0.996; 

KS test) were similar. 

(E) Whole-cell voltage clamp recordings at holding potentials of 70 mV (top left) or 0 mV (top right) distinguish between photostimulation-evoked excitatory and 

inhibitory currents. Shown are traces obtained with photostimulation at different locations. Solid blue line indicates time of photostimulation; dashed blue line 

marks 8-ms post-stimulus, which is the minimal latency for synaptic responses; and dashed green line marks 50 ms, the end of the analysis window. 

(F) Pseudocolor maps show PSC charge at each stimulus location for three cells. Direct responses indicated were set to zero. White filled circle marks the soma 

location. Horizontal bars indicate layer borders. Note that, although the maps can be diverse, most cells received input from within L2/3 and L4. 
can refine the intracortical circuits in A1 to facilitate enhanced 

spectro-temporal processing of sound stimuli. 

RESULTS 

We use LSPS of caged glutamate (Shepherd et al., 2003; Meng 

et al., 2014) to spatially map the connectivity of excitatory and 

inhibitory inputs to A1 neurons (n = 102 cells) to determine 

whether visual deprivation alters the circuit in A1. 

Intrinsic Excitability of Cells in A1 Is Unchanged after DE 
Because manipulations in sensory experience might alter the 

intrinsic excitability of neurons, we tested whether indeed DE 

could lead to altered excitability of A1 neurons. We performed 

current clamp recordings of A1 neurons from DE and normal 

reared (NR) animals. Recorded cells were obtained from a 

similar region within L2/3 (Figures 1A and 1B). Using current in-
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jections of various amplitudes normalized to rheobase and plot-

ting the resulting action potential number, we find that the two 

groups have comparable excitability (Figure S1). Next, we 

investigate whether the spatial expression of glutamate recep-

tors (GluRs) on the soma and dendrites of A1 neurons is 

altered after DE so as to change the area from which action po-

tentials are evoked. We performed cell-attached patch record-

ings from cells in L2/3 and L4 of A1 combined with LSPS in 

DE and NR animals. We target short UV laser pulses to multiple 

distinct stimulus locations. The UV light focally releases gluta-

mate, which activates neurons located under the beam to fire 

action potentials. Owing to the small size (%20 mm) of the 

focused laser spot, the spatial resolution of this technique is 

quite high. The stimulus locations span the entire extent of the 

cortex, which enables us to ‘‘map’’ the entire 2D activation 

pattern of a given cell. We measured the area and the maximal 

extent within which short-latency (<50 ms) action potentials 



Figure 2. Excitatory Input Maps to L2/3 
Neurons Are Changed after DE 
(A) Average maps (aligned to soma, white circle) of 

connection probability for excitatory connections 

in NR (left) and DE (right) animals. Connection 

probability is encoded according to the pseudo-

color scale. White horizontal lines indicate aver-

aged laminar borders and are 200 mm long. Traces 

in the center show the laminar marginal distribu-

tions (red for NR and black for DE). Traces at the 

bottom of the DE panel indicate the columnar 

marginal distributions. Note that NR and DE maps 

and distributions appear different. 

(B) Average maps (aligned to soma, white circle) 

of connection strength (transferred charge) for 

excitatory inputs in NR (left) and DE (right) animals. 

Averages are only calculated for stimulation sites 

that evoked responses in >10% of cells in our 

sample. Connection strength is encoded accord-

ing to the pseudocolor scale. White horizontal 

lines indicate averaged laminar borders and are 

200 mm long. Traces in the center show the laminar 

marginal distributions (red for NR and black for 

DE). Traces at the bottom of the DE panel indicate 

the columnar marginal distributions. Note that NR 

and DE maps and distributions appear different. 

(C) Distributions of area of input (left), total EPSC 

input amplitude (center), and total EPSC input 

charge (right) originating from L2/3 (top), L4 (mid-

dle), and L5/6 (bottom) of NR (red) or DE (black) 

animals. Significance: * denotes p < 0.05; ** de-

notes p < 0.01. EPSC area distributions: L2/3: p = 

0.0218; L4: p = 0.000782; L5/6: p = 0.0518. Total 

EPSC amplitude distributions: L2/3: p = 0.04.91; 

L4: p = 0.00351; L5/6: p = 0.0891. Total EPSC 

charge distributions: L2/3: p = 0.0491; L4: p = 0.0040; L5/6: p = 0.0652. All comparisons were done with a KS test. 

(D) Distributions of average EPSC amplitude (left) and average EPSC charge (right) originating from L2/3 (top), L4 (middle), and L5/6 (bottom) for cells from NR (red) 

or DE (black) animals. All p > 0.05. Average EPSC amplitudes distributions: L2/3: p = 0.364; L4: p = 0.869; L5/6: p = 0.551. Average EPSC charge distributions: 

L2/3: p = 0.910; L4: p = 0.918; L5/6 p = 0.644. All comparisons were done with a KS test. 
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were evoked. We find that, in both DE and NR animals, most 

(>80%) action potentials were generated when the stimulation 

spot was targeted to within 100 mm of the soma (Figure 1C). 

The area from which action potentials could be evoked was un-

changed after DE in L2/3 and L4 (L2/3: p = 0.928; L4: p = 0.890; 

KS test), and the numbers of action potentials evoked also 

stayed the same (L2/3: p = 0.731; L4: p = 0.660; Figure 1D). 

These findings suggest that DE does not cause increased excit-

ability or an increased sensitivity of L4 and L2/3 cells to gluta-

mate (e.g., by redistribution of GluRs to the soma or proximal 

dendrites). 

Intra- and Inter-laminar Excitatory Connections in A1 
Change after DE 
Next, we investigated whether the spatial pattern of intra- and in-

ter-laminar connectivity is altered after DE. To map the spatial 

pattern of excitatory inputs to a given cell, we perform whole-

cell patch recordings at a holding potential of 70 mV ( ECl). 

We then target the laser pulse to multiple distinct stimulus loca-

tions and record the resulting membrane currents (Figure 1E). 

Whereas synaptic currents have a distinct latency (>8 ms), 

activation of the cell body and proximal dendrites causes a 

large-amplitude short-latency direct event (Figure S1). The stim-
C

ulus locations span the entire extent of the cortex, thus enabling 

us to map the entire 2D connection pattern of excitatory inputs to 

a given cell (Figure 1A). If the activated neuron under the laser 

beam is connected to the recorded neuron, then EPSCs are 

observed (Figure 1E). 

We mapped 102 cells in A1 and investigated the connection 

pattern of excitatory inputs. For cells in NR animals, the spatial 

patterns of intracortical excitatory inputs could be diverse (Fig-

ure 1F). To analyze the changes in the connectivity pattern 

over the population of cells, individual LSPS maps were aligned 

to the cell body position and averaged; the result is a spatial map 

of connection probability (Figure 2A) and the average connection 

strength (Figure 2B). Altered synaptic connectivity can be mani-

fested as altered occurrence of connections as well as changes 

in the strength of existing connections. We thus analyze the 

spatial connection probability and the spatial connection 

strength separately. 

When qualitatively comparing NR to DE, we find that, after DE, 

there are distinct differences in excitatory inputs to L2/3 neurons 

(Figures 2A and 2B). Overall, there seems to be a reduction in 

connection probability as well as in total EPSC charge for inputs 

originating from L2/3 and L4. Whereas average connection maps 

allow a coarse assessment of changes, detailed changes in 
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Figure 3. Inhibitory Input Maps to L2/3 
Neurons Are Changed after DE 
(A) Average maps (aligned to soma, white circle) of 

connection probability for inhibitory inputs in NR 

(left) and DE (right) animals. Connection probability 

is encoded in pseudocolor. White horizontal lines 

indicate averaged laminar borders and are 200 mm 

long. Traces in the center show the laminar mar-

ginal distributions (red for NR and black for DE). 

Traces at the bottom of the DE panel indicate the 

columnar marginal distributions. Note that NR and 

DE maps and distributions appear different. 

(B) Average maps (aligned to soma, white circle) 

of connection strength (transferred charge) for 

inhibitory connections in NR (left) and DE (right) 

animals. Averages are only calculated for stimu-

lation sites that evoked responses in >10% of cells 

in our sample. Connection strength is encoded in 

pseudocolor. White horizontal lines indicate aver-

aged laminar borders and are 200 mm long. Traces 

in the center show the laminar marginal distribu-

tions (red for NR and black for DE). Traces at the 

bottom of the DE panel indicate the columnar 

marginal distributions. Note that NR and DE maps 

and distributions appear different. 

(C) Distributions of area of input (left), total IPSC 

input amplitude (center), and total IPSC input 

charge (right) originating from L2/3 (top), L4 (mid-

dle), and L5/6 (bottom) of NR (red) or DE (black) 

animals. Significance: * denotes p < 0.05; ** de-

notes p < 0.01. IPSC area distributions: L2/3: p = 

0.000324; L4: p = 0.00969; L5/6: p = 0.020. Total 

IPSC amplitude distributions: L2/3: p = 0.000663; 

L4: p = 0.0137; L5/6: p = 0.0234. Total IPSC charge 

distributions: L2/3: 0.00172; L4: 0.0303; L5/6: 

0.0191. All comparisons were done with a KS test. 

(D) Distributions of IPSC amplitude (left) and IPSC charge (right) originating from L2/3 (top), L4 (middle), and L5/6 (bottom) of NR (red) or DE (black) animals. All 

p > 0.05. Average IPSC amplitude distribution: L2/3: p = 0.850; L4: p = 0.105; L5/6: p = 0.559. Average IPSC charge: L2/3: p = 0.816; L4: p = 0.710; L5/6: 

p = 0.854. All comparisons were performed with a KS test. 
connection profiles cannot be extracted because the individual 

connection profiles are diverse (Figure 1F). We thus analyzed 

properties of the connection patterns for each individual cell in 

detail and then compared these properties over the population. 

To quantify the laminar changes, we identified laminar borders 

for each cell from the DIC images and calculated the input profile 

from each layer. To visualize and quantify the differences be-

tween cells, we determined the total area in each layer where 

stimulation evoked EPSCs in L2/3 neurons. We find that, after 

DE, excitatory inputs originate from smaller areas in L4 as well 

as L2/3—suggesting a pruning/refinement of functional connec-

tions (Figure 2C). 

Next, we investigated the amplitude of events evoked from 

each layer. We find that the mean peak EPSC amplitude and 

mean integrated charge of events originating from L4 and L2/3 

were similar (Figure 2D). To further quantify the laminar changes, 

we also calculated the distributions of uncaging evoked EPSC 

amplitude and charge from each layer (Figure S2). We find that 

the distributions were similar, although there was a trend for 

reduced input from L4 (p = 0.062), which suggests possible re-

weighting of input to L2/3 neurons. Together, our analyses 

show a refinement of inter- and intra-laminar connections to 

L2/3 neurons after DE. 
958 Cell Reports 12, 955–964, August 11, 2015 ª2015 The Authors 
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Intra- and Inter-laminar Inhibitory Connections in A1 
Change after DE 
Our results show a substantial remodeling of excitatory connec-

tions. Next, we investigated whether inhibitory connections also 

change after DE. We map inhibitory connections by holding cells 

at 0 mV ( Eglut; Figures 1E and 1F). Average maps of connection 

probability and connection strength appeared different after DE 

in that the cortical area giving rise to inhibitory responses 

decreased (Figures 3A and 3B). Quantification of the laminar 

inputs confirmed this: the total area generating input as well as 

total input from all layers was reduced after DE compared to 

NR controls (Figure 3C). In contrast, the average amplitude of un-

caging evoked IPSC was unchanged (Figure 3D). Calculating the 

fractional input from each layer showed that cells received iden-

tical percentages of input from the cortical layers (Figure S3), 

suggesting that the relative contribution of intra-laminar and 

inter-laminar connections was unchanged after DE. Notice that 

the inhibitory inputs from L5/6 show significant decrease after 

DE, whereas the reduction of excitatory inputs from L5/6 was 

not significant. This could be due to the larger heterogeneity 

of excitatory L5/6 inputs to L2/3 neurons. Taken together, the 

above results demonstrate refinement of both excitatory and 

inhibitory connections after DE. 



Figure 4. The Balance of Excitation and Inhibition Does Not Change 
after DE 
Cumulative distributions (CDFs) of EI charge ratio (left), amplitude ration 

(middle), and area (right) from L2/3 (top), L4 (middle), and L5/6 (bottom) in NR 

and DE cells. No differences were observed between NR and DE (EI charge 

ratio: L2/3: p = 0.966; L4: p = 0.213; L5/6: p = 0.464. EI amplitude ratio: L2/3: 

p = 0.977; L4: p = 0.139; L5/6: p = 0.360. EI area ratio: L2/3: p = 1; L4: p = 0.979; 

L5/6: p = 1). All comparisons were done with a KS test. 
The Balance of Excitation and Inhibition in A1 Does Not 
Change after DE 
Our results show a substantial remodeling of excitatory and 

inhibitory connections. The balance of excitation and inhibition 

is crucial for sensory processing (Li et al., 2013, 2014). We thus 

investigated whether the changes in the spatial pattern of excit-

atory and inhibitory connection co-vary. We thus computed the 

excitation/inhibition (EI) ratio based on transferred charge, 

peak amplitude, or area for every cell. We excluded stimulus 

locations for quantifying inhibition that were giving direct re-

sponses for excitation because we could not assess excitatory 

input there. Our calculations showed that this EI ratio was not 

changed after DE (Figure 4). Thus, the spatial patterns of excit-

atory and inhibitory inputs co-vary. 

A Computational Model Reveals Circuit Changes Can 
Increase Reliability of Sound-Evoked Responses after 
DE 
Our results so far show that A1 circuits refine, consistent with the 

observed increase in frequency selectivity following DE (Petrus 

et al., 2014). Because cells also responded more reliably to 

sounds after DE, we asked whether the observed circuit refine-

ment could underlie the observed increase in reliability. We im-

plemented a simple computational network model to shed light 

on how circuit modifications in ACX can enhance the processing 

of sensory stimuli. The model comprises two layers correspond-

ing to L4 and L2/3 (Figure 5A). The input stage of this model is L4. 
C

Reflecting the topologically organized frequency-based (tono-

topic) axis in the A1, L4 is constructed with 12 frequency-selec-

tive units with frequency bands changing in a stepwise logarith-

mic fashion (Figures 5A1 and 5B1). The total frequency range is 

2–80 kHz, covering the most-salient part of the dynamic range of 

the mouse auditory spectrum (Figures 5A1 and 5B1). Each unit 

contains neurons with their characteristic frequency (CF), which 

is the same as the unit frequency. For each sound level, each 

neuron has a Gaussian-shaped frequency-receptive field with 

center at CF. Receptive field width is positively correlated to 

sound level (see Experimental Procedures Equation 1). Figures 

5B1 and 5B2 show the receptive field for a neuron with CF of 

30 kHz. The parameters were chosen to match the observed 

changes in firing rates after DE (Petrus et al., 2014). L4 neurons 

receive thalamic input, and their firing rates are modulated by 

the amplitude of the sound. We thus mimic the evoked re-

sponses of L4 neurons corresponding to sinusoidal amplitude-

modulated (SAM) tone stimuli with independent time-varying 

Poisson spike trains. Each L4 neuron also has a spontaneous 

firing rate of 2 Hz, which is modeled by a uniform Poisson pro-

cess. The firing probability for each L4 neuron follows the ampli-

tude modulation of the rectified SAM stimulus (Figure 5C, traces 

labeled FR). Each unit in L2/3 receives inputs from L4 neurons as 

well as a variety of other inputs such as from other L2/3 cells. We 

modeled all these other sources of inputs to L2/3 neurons simply 

with an 8-Hz uniform Poisson process. L2/3 units are modeled as 

integrate-and-fire neurons. The parameters in the model were 

chosen so that the properties of L2/3 neurons resemble those 

found in the regular spiking neurons in L3 of the A1 in the juvenile 

mouse (Rose and Metherate, 2005). Because our experimental 

results showed that DE alters the number of input sources 

from L4 to L2/3 as well as the TC connection strengths, in the 

simulation, we only explore those two parameters across a large 

parameter domain but keep all the other parameters unchanged. 

In the DE case, the number of the input sources to L2/3 units 

is reduced and the firing rate of L4 neurons is enhanced. Figures 

5C and 5D1–5D3 show an example of the two-parameter sets for 

the NR and DE cases, respectively. The maximum firing rate of 

the L4 neurons corresponding to 60 dB pure tone stimulus is 

50 Hz in the NR case and 100 Hz in the DE case. And the number 

of connections from each column in L4 is 40 in the NR case and 

20 in the DE case (Figure 5F, black stars). We computed the 

membrane potential (Vm) in L2/3 neurons (Figure 5C, right 

traces). We observed that, in the NR control, Vm crossed the 

firing threshold of the L2/3 neuron (dashed horizontal line) at 

various times both within and outside the interval of the sound 

stimulus, which indicates poor tracking of the SAM envelope 

by the L2/3 spikes. To measure the quality of encoding the 

SAM tone, we first calculated the post-stimulus time histogram 

(PSTH) of L2/3 neurons (Figures 5D1–5D3). To quantify the tem-

poral precision of L2/3 activity, we then calculated the vector 

strength of the PSTH for each L2/3 cell (see the Supplemental 

Information for details of calculation). The vector strength is a 

metric to quantify phase locking or an increase in spike 

discharge rate at a certain phase of the stimulus. To identify 

changes in firing reliability over a range of modulation fre-

quencies, we varied the SAM frequency and calculated the vec-

tor strength for a wide range of SAM-modulation frequencies. 
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Figure 5. Circuit Changes after DE Can 
Enhance Sound Encoding 
(A) Network diagrams of the auditory model in NR 

case. (A1) The regions of the auditory models (L4 

and L2/3) form a network of feed-forward con-

nections. The connection strength is represented 

by the thickness of lines. (A2) Frequency response 

map from a L4 neuron is shown (indicated by ‘‘**’’ 

in A1). 

(B) Network diagrams of the auditory model in DE 

case. (B1) After DE, connections from L4 to L2/3 

refine (also see Figure 2). (B2) After DE, connec-

tions from thalamus to L4 strengthen (Petrus et al., 

2014) while the average connection strength from 

L4 to L2/3 stays constant (Figure 4). 

(C) (Left) Rectified sinusoidal amplitude-modu-

lated (SAM) tone stimuli (top traces; carrier fre-

quency is 1 kHz and modulation frequency is 

20 Hz) and modulated firing rates (FR) in L4 

neurons (lower traces). (Right) Membrane voltage 

(Vm) from a L2/3 unit is shown (solid red and 

black traces). Horizontal dashed line shows the 

threshold for triggering a spike. Green dashed 

waveform indicates the SAM stimulus. 

(D) Post-stimulus time histograms (PSTH) of a sin-

gle L2/3 unit for different frequency modulation 

values (10 Hz, 30 Hz, and 80 Hz). (D1) PSTH for NR 

(left) and DE (right) at 10 Hz is shown. Solid curves 

are Gaussian fits to spike distributions NR (red) and 

DE (black). The NR Gaussian (red) is reproduced on 

the DE histogram to aid visual comparison. The 

vector strength reflects the width of the temporal 

distribution over which spikes occur. Note that, for 

this example, spikes are distributed over a smaller 

time interval in DE than in NR (the width of the 

Gaussian fit for NR spike distribution is 25.26 ± 0.98 
[95% confidence interval], whereas it is 20.06 ± 
0.47 in DE; p = 1.66 3 10 104; F test), reflected in 
smaller vector strength for the NR condition. (D2 

and D3) PSTH distributions for NR and DE for 30 Hz 

and 80 Hz modulation are shown. The DE distri-

bution is narrower for 30 Hz modulation (p = 

0.000203; F test), but not 80 Hz (p = 0.45; F test). 

(E) Vector strength as function of modulation fre-

quency, with L4 peak firing rate at 50 Hz (NR, red) 

and 100 Hz (DE, black) and the number of con-

nections per column from L4 to L2/3 units being 

20 (NR, red) and 10 (DE, black). Vector strength 

decreases with modulation frequency. Note that DE enhances vector strength over a large range even with a doubled spontaneous firing rate of L4 neurons (NR, 

dashed red line; DE, dashed black line). Vertical dashed lines indicate the modulation frequencies for the distributions in (D1)–(D3). 

(F) Results of parametric variation of L4 firing rate and connection divergence. Vector strength increases for a large range of combinations. 
We observed that vector strength, and thus reliability, decreased 

as the modulation frequency increased (Figure 5E). 

Next, we investigated whether the circuit changes after DE 

altered the responses to SAM stimuli. Because after DE, the 

connection strength from MGB to L4 neurons is strengthened, 

leading to higher evoked responses of L4 neurons (Petrus et al., 

2014), we increased the maximal firing rate of L4 neurons in the 

model (Figures 5A2 and 5B2). Because our results show that 

excitatory connections between L4 and L2/3 refine (see Figure 2), 

we reduced the number of inputs from L4 to L2/3 cells in the 

model. Because our data showed that the average uncaging-

evoked EPSC amplitude stayed constant after DE (Figure 2), 
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Because DE increases the spontaneous firing rate of L4 neurons 

in vivo, we also doubled the spontaneous firing rate of L4 neurons 

in the model in order to investigate whether such increases could 

affect the reliability of responses to sound stimuli (Figure 5E, 

dashed lines). After these network changes, we observe that, 

compared to the NR condition, action potentials occur more 

frequently within the same SAM phase (Figures 5C, right, and 

5D1). Calculating the vector strength of the PSTH for each L2/3 

cell shows that, after DE, L2/3 neurons show increased vector 

strength over a wide range of modulation frequencies. The 

increased spontaneous rate of L4 neurons causes only slight 



decreases in vector strength (Figure 5E). This indicates that, after 

DE, L2/3 neurons encode SAM tones more reliably than NR con-

trols at all modulation frequencies (Figure 5E). Next, we investi-

gated the individual effect of thalamocortical connection strength 

and circuit refinement on the reliability of L2/3 responses. We 

systematically varied both L4 firing rates and the number of con-

nections between L4 and L2/3 and calculated vector strength for 

each SAM modulation rate (Figure 5F). We observed that both 

changes in the numbers of connections and changes in L4 firing 

rates could increase vector strength. However, the largest in-

creases in vector strength were observed when both were coor-

dinated. Thus, the enhancement in reliability in the temporal 

responses is due to the combination of the refined connections 

and the stronger thalamocortical transmission. 

DISCUSSION 

DE can enhance sound processing in A1 by enhancing respon-

siveness, increasing frequency selectivity, and increasing firing 

reliability (Petrus et al., 2014). Such changes in sound-evoked re-

sponses are likely due to changes in synaptic strength and 

refinement of synaptic connections. We previously showed 

that thalamocortical connections strengthen after DE (Petrus 

et al., 2014). Here, we investigated whether DE can also lead 

to refinement of intracortical connections. We show that short-

term DE causes a refinement of the functional intracortical 

circuitry in A1. We find that inter-laminar inputs from L4 and 

intra-laminar excitatory inputs to L2/3 originate from smaller 

areas—consistent with a refinement of these connections. In-

puts from L5/6 only showed a trend to refined inputs likely due 

to the heterogeneity of L5/6 projections over the population 

(see Figure 1F). DE did not only affect excitatory inputs. 

Ascending inhibitory connections from L4, as well as L5/6 and 

intra-laminar inputs, also originated from reduced areas. Thus, 

overall, there is a net decrease in the spatial extent of inhibition 

to L2/3 cells. These changes in synaptic connectivity pattern 

were not accompanied by changes in intrinsic excitability of A1 

L2/3 cells. These connection changes might underlie changes 

in frequency selectivity in A1. 

In the barrel cortex, the spatial connectivity map is altered by 

whisker deprivation in that excitatory input from L4 to L2/3 are 

decreased in above barrel cells and increased in above septal 

cells (Shepherd et al., 2003). Moreover, intra-laminar connec-

tions to L2/3 cells seemed to increase (Shepherd et al., 2003), 

thus changing the laminar balance of inputs to each cell type. 

In the present study, we show that cross-modal influences 

decrease ascending input from L4 and that this is due to a refine-

ment of the connections. We also show that intra-laminar con-

nections from L2/3 also refine, so that overall L2/3 neurons 

receive the same balance of inputs from each layer, but the input 

originate from more-restricted areas. 

As in our prior studies (Goel et al., 2006; He et al., 2012; Petrus 

et al., 2014), we performed our visual deprivation on animals 

within the critical period for V1 plasticity but after the critical 

period for A1 plasticity (Barkat et al., 2011; Espinosa and Stryker, 

2012). Because we have shown that cross-modal synaptic plas-

ticity occurs in adults (Petrus et al., 2014, 2015), the changes 

observed here are not likely restricted to the V1 critical period. 
C
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Our results are consistent with a cross-modal reduction in 

GluR levels after DE (Goel et al., 2006). However, in contrast to 

a reduction in mEPSC amplitude after DE (Goel et al., 2006), 

we do not observe consistent changes in photostimulation-

evoked EPSC amplitude (Figure 2). This difference could be 

due to the fact that our current method measures connection 

strength, which is a function of the strength of individual 

synapses and the number of functional connections. Hence, 

concomitant and opposite changes in individual synaptic 

strength and the number of functional connections will preserve 

the net connection strength. Moreover, the spatial resolution of 

our LSPS technique is 100 mm due to the direct response. As 

a result, we cannot measure changes in connections of neurons 

that are very close by, and it is possible that DE strongly affects 

these very local connections. In any case, we found that the 

amplitude of evoked PSCs stays constant after DE. Our measure 

quantifies the functional strength of connections between cells, 

which typically involve multiple synapses between a pair of cells. 

Thus, even though the functional connection strength between 

cells was constant, individual synaptic contacts might have 

changed. Our results suggest that the changes after DE include 

spatial refinement of ascending inputs to A1 L2/3 neurons into 

fewer synapses, and our modeling shows that such a refinement 

improves the reliability of neuronal responses even further. Thus, 

the combined effect of these circuit changes will be enhanced 

transmission of ascending auditory information. Therefore, DE 

leads to enhancement of spectro-temporal responses in A1. 

Because, in A1, L2/3 neurons sample from a large range of fre-

quency bands (Bandyopadhyay et al., 2010; Chen et al., 2011) 

and because there exists a distinct transformation in frequency 

representation between L4 and L2/3 (Bandyopadhyay et al., 

2010; Rothschild et al., 2010; Winkowski and Kanold, 2013), 

our data suggest that this plasticity will restrict the frequency 

range in which L2/3 neurons sample and thereby sharpen the 

tuning of L2/3 cells. 

DE leads to enhanced firing reliability of cortical responses 

(Petrus et al., 2014). Our computational model suggests that 

such an enhanced reliability can be achieved by a reduction of 

the number of L4 neurons sending inputs to L2/3 cells, thus 

reducing the amount of background ‘‘noise’’ L2/3 cells integrate. 

However, this reduction would decrease the transmission of 

ascending information as well. Our calculations show that the 

increased responsiveness of L4 neurons can compensate for 

this loss so that the firing threshold of L2/3 neurons will not be 

increased due to the reduction of connections. Therefore, by 

combining both mechanisms (refinement and enhanced re-

sponses), L2/3 neurons respond to sound stimuli with high 

signal-to-noise ratio, which represents better sound encoding. 

Importantly, better sound encoding requires both of these 

mechanisms. The functional refinement of connectivity without 

obvious changes in the connection strength between cells may 

be due to loss of inputs to L2/3 neurons, but we cannot rule 

out the possibility that it also involves an increase in inhibitory 

synaptic strength combined with additional refinement of the 

synaptic connections between pairs of neurons. A balanced in-

crease in both excitatory and inhibitory synaptic strength com-

bined with additional refinement on the synaptic level could 

lead to even higher signal to noise and limit the spatial spread 
ell Reports 12, 955–964, August 11, 2015 ª2015 The Authors 961 



 

�

�

of excitation. Indeed, the balance of excitatory and inhibitory 

synaptic conductances has been shown to be critical for A1 fre-

quency tuning (Wu et al., 2008). 

Whereas we observe pronounced changes in the connectivity 

of A1, it is unclear how these changes come about. There are 

multiple non-exclusive possibilities. Descending visual input 

from extrastriate visual cortex is known to modulate A1 (Vakulin 

et al., 2012). Thus, a reduction in this input could lead to changes 

in A1. Moreover, tuning of A1 neurons can be altered by attention 

state, possibly via neuromodulatory or top-down pathways (Kil-

gard and Merzenich, 1998; Bao et al., 2001; Fritz et al., 2003, 

2007; Winkowski et al., 2013). Thus, changes in the attention 

state of the animal while in the dark could cause plasticity of tha-

lamocortical and intracortical circuits. 

Whatever the mechanism underlying the observed changes, 

the sum of our observations indicates changes in both excitatory 

and inhibitory connections consequent to DE. Our results thus 

reveal a powerful effect of cross-modal inputs on the intrinsic 

circuitry of A1. 

EXPERIMENTAL PROCEDURES 

Animals 
All procedures were approved by the University of Maryland Institutional 

Animal Care and Use Committee. Male and female C57BL/6J mice (Jackson 

Laboratories) were raised in 12 hr light/12 hr dark conditions. At P21 to P22, 

mice (two to three mice from established litters and single gender per cage) 

were dark exposed (DE) for 6–8 days. Age-matched controls remained in 

normal light conditions (NR). 

Slice Preparation 
Mice are deeply anesthetized with isoflurane (Halocarbon). A block of brain 

containing A1 and the medial geniculate nucleus (MGN) is removed and 

thalamocortical slices (500 mm thick) are cut on a vibrating microtome (Leica) 

in ice-cold ACSF containing (in mM) 130 NaCl, 3 KCl, 1.25 KH2PO4, 20

NaHCO3, 10 glucose, 1.3 MgSO4, and 2.5 CaCl2 (pH 7.35–7.4; in 95%O2-

5%CO2). For A1 slices, the cutting angle is 15 degrees from the horizontal 

plane (lateral raised; Cruikshank et al., 2002; Zhao et al., 2009). Slices are incu-

bated for 1 hr in ACSF at 30 C and then kept at room temperature. For 

recording, slices are held in a chamber on a fixed-stage microscope (Olympus 

BX51) and superfused (2–4 ml/min) with high-Mg ACSF recording solution at 

room temperature to reduce spontaneous activity in the slice. The recording 

solution contained (in mM) 124 NaCl, 5 KCl, 1.23 NaH2PO4, 26 NaHCO3, 10  

glucose, 4 MgCl2, and 4 CaCl2. The location of the recording site in A1 was 

identified by landmarks (Cruikshank et al., 2002; Zhao et al., 2009). 

Electrophysiology 
Whole-cell recordings are performed with a patch clamp amplifier (Multiclamp 

700B; Axon Instruments) using pipettes with input resistance of 4–9 MU. Data 

acquisition is performed by National Instruments AD boards and custom soft-

ware (Ephus; Suter et al., 2010). Ephus is written in MATLAB (Mathworks) and 

adapted to our setup. Voltages were corrected for an estimated junction po-

tential of 10 mV. Electrodes are filled with (in mM) 115 cesium methanesulfo-

nate (CsCH3SO3), 5 NaF, 10 EGTA, 10 HEPES, 15 CsCl, 3.5 MgATP, and 3 

QX-314 (pH 7.25; 300 mOsm). Biocytin or Neurobiotin (0.5%) is added to the 

electrode solution as needed. Series resistances were typically 20–25 MU. 

Photostimulation 
0.5–1 mM caged glutamate (N-(6-nitro-7-coumarylmethyl)-L-glutamate; Ncm-

Glu; Kao, 2006) is added to the ACSF. Without UV light, this compound has no 

effect on neuronal activity (Kao, 2006). UV laser light (500 mW, 355 nm, 1-ms 

pulses; 100 kHz repetition rate; DPSS) is split by a 33% beam splitter (CVI 

Melles Griot), attenuated by a Pockels cell (Conoptics), gated with a laser 

shutter (NM Laser), and coupled into a microscope via scan mirrors (Cam-
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bridge Technology) and a dichroic mirror. The laser beam in LSPS enters the 

slice axially through the objective (Olympus 103; 0.3 NA/water) and has a 

diameter of <20 mm. Laser power at the sample is <25 mW. We typically stim-

ulated up to 40 3 35 sites spaced 30 mm apart, enabling us to probe areas of 

1 mm2; such dense sampling reduces the influence of potential spontaneous 

events. Repeated stimulation yielded essentially identical maps. Stimuli are 

applied at 0.5–1Hz. Analysis was performed essentially as described previ-

ously (Meng et al., 2014) with custom software written in MATLAB. Activation 

profiles of neurons were produced by recording in cell-attached mode while 

mapping the same region and recording action potentials. To detect monosyn-

aptically evoked PSCs, we detected PSCs with onsets in an approximately 

50-ms window after the stimulation. This window was chosen based on the 

observed spiking latency under our recording conditions (Figure 1D). Our 

recordings are performed at room temperature and in high-Mg2+ solution to 

reduce the probability of multisynaptic inputs. We measured both peak ampli-

tude and transferred charge; transferred charge was measured by integrating 

the PSC. Whereas the transferred charge might include contributions from 

multiple events, our prior studies showed a strong correlation between these 

measures (Viswanathan et al., 2012; Meng et al., 2014). Traces containing a 

short-latency (<8 ms) ‘‘direct’’ response (Figure 1F) were discarded from the 

analysis (black patches in color-coded maps) as were traces that contained 

longer latency inward currents of long duration (>50 ms). These currents could 

sometimes be seen in locations surrounding (<100 mm) areas that gave a direct 

response. Occasionally, some of the direct responses contained synaptic 

evoked responses that we did not separate out, leading to an underestimation 

of local short-range connections. Cells that did not show any large (>100 pA) 

direct responses were excluded from the analysis as these could reflect astro-

cytes. It is likely that the observed PSCs at each stimulus location represent 

the activity of multiple presynaptic cells. Layer boundaries were determined 

from the infrared pictures. 

Computational Model 
A computational model was implemented in MATLAB (see Figure 5A). The 

model contains two layers: L4 and L2/3. The input stage of this model is L4. 

Considering topologically organized frequency-based (tonotopic) axis in the 

A1, L4 is constructed with 12 frequency selective units with frequency bands 

changing in a stepwise logarithmic fashion (Figures 5A1 and 5B1). All the neu-

rons inside each unit have the same CF as the unit frequency. Each neuron has 

Gaussian-shaped receptive field with centers at CF and different standard 

variance positively correlated to sound level, i.e., the firing rate function for 

the neuron in the unit corresponding to the pure tone with frequency f and 

sound level A is 

ðf fcÞ2 
2ðsmax ,rÞ2 

Rðf ; A; fcÞ = Rmax ,r,e ; (Equation 1) 

where r = A=60 and Rmax is the maximum firing rate for the neuron correspond-

ing to 60-DB sound pressure level (SPL) pure tones at CF. 

The activities of all the neurons in L4 were generated by a time-varying 

Poisson process. The rate of the Poisson process depends on the oscillation 

of sound level. Specifically, we applied rectified SAM sound to our model 

(Figure 5), i.e., the modulation wave, 

Amax ,sinð2pfmodtÞ; if sinð2pfmodtÞ>0AðtÞ = ; (Equation 2)
0; otherwise 

where Amax is the maximum sound level and fmod is the modulation frequency. 

The envelope of the firing rate RðtÞ for each neuron at time t also has the same 

shape as the SAM, 

Rmax ,sinð2pfmodtÞ + Rspt ; if sinð2pfmodtÞ>0RðtÞ = ; (Equation 3)
Rspt ; otherwise 

where Rmax is the maximum firing rate when the sound level is maximum and 

Rspt is the spontaneous rate. 
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L2/3 units are modeled as integrate-and-fire neurons (Equation 4). 

Integrating all the individual evoked synaptic currents generates the 

membrane potential of L2/3 neurons, which fire an action potential when 

threshold ( 20 mV) is reached. Each L2/3 neuron receives multiple synaptic 

inputs from L4 ðIsyn Þ and a variety of other inputs, e.g., from other L2/3 

cells. We mimicked these other sources of inputs to L2/3 neurons with 

an 8-Hz uniform Poisson process. Each L2/3 neuron has a leak current Ilk 

(Equation 5) 

dV 
cm = Ilk + Isyn (Equation 4)

dt 

Ilk = Glk ,ðV V0Þ: (Equation 5) 

The leak current has conductance Glk = 5 nS, membrane capacitance cm = 100 

pF, and a reversal potential V0 = 60 mV. The parameters were chosen so that 

the intrinsic properties of L2/3 neurons resemble those found in the regular 

spikingneurons inL3 of theA1 in the juvenile mouse (RoseandMetherate, 2005). 

Isyn is the postsynaptic current and is calculated from the synaptic evoked 

conductance changes (EPSG) (Equation 6). Synaptic events are modeled as 

alpha functions (Equation 6). 

Isyn = EPSG,ðErev VÞ (Equation 6) 

The excitatory synaptic current has a reversal potential Erev = 0 mV. 

,eð1 t=tÞEPSG = Gsyn, 
t 

(Equation 7) 
t 

Each synapse has a postsynaptic conductance of Gsyn = 16 nS and a synaptic 

time constant of t = 6 ms. 

Vector strength is a metric to quantify phase locking or an increase in spike 

discharge rate at a certain phase of the reference stimulus. It is calculated as 

X 
VS = 

N 
1 N

eði2pfmod tj Þ; (Equation 8) 
j = 1 

where tj is the timing of the j-th spike and fmod is the stimulus frequency. 

Statistics 
Results are plotted as means ± SD unless otherwise indicated. Populations are 

compared with a rank sum or Student’s t test (based on Lilliefors test for 

normality), and the PSTH variance comparison is done with F test and deemed 

significant if p < 0.05. 
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