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The hippocampus, a critical brain structure for navigation, 
context-dependent learning and episodic memory1–3, is com-
posed of anatomically heterogeneous subregions. These regions 
differ in their anatomical inputs as well as in their internal 
circuitry4. A major feature of the CA3 region is its recurrent 
collateral circuitry, by which the CA3 pyramidal cells make 
excitatory synaptic contacts on each other4,5 . In contrast, 
pyramidal cells in the CA1 region are not extensively intercon-
nected4. Although these differences have inspired numerous 
theoretical models of differential processing capacities of these 
two regions6–13, there have been few reports of robust differences 
in the firing properties of CA1 and CA3 neurons in behaving 
animals. The most extensively studied of these properties is the 
spatially selective firing of hippocampal ‘place cells’1,14. Here we 
report that in a dynamically changing environment, in which 
familiar landmarks on the behavioural track and along the wall 
are rotated relative to each other15,16, the population represen-
tation of the environment is more coherent between the original 
and cue-altered environments in CA3 than in CA1. These results 
demonstrate a functional heterogeneity between the place cells of 
CA3 and CA1 at the level of neural population representations. 

Five rats implanted with multiple recording probes in CA3 and 
CA1 were trained to circle clockwise (CW) on a circular track in a 
controlled, stable environment (‘standard session’; STD in Fig. 1). 
Twelve tetrodes were lowered to CA3 and 6 tetrodes were lowered to 
CA1 (Fig. 2b). On each day of recording, three standard sessions 
were interleaved with two mismatch (MIS in Fig. 1) sessions, in 
which the local cues on the circular track were rotated anticlockwise 
(ACW) and the set of distal cues was rotated clockwise (CW) by an 
equal amount (Fig. 1). Total mismatch angles between the local and 
distal cue sets varied between 458, 908, 1358 or 1808, and each rat 
received 4 sets of each rotation mismatch over 8 days. 

Approximately 36% of the complex spike cells in CA1 (range 26– 
62%) and 26% of the complex spike cells in CA3 (range 22–33%) 
had place fields in the first standard session of the day; other cells 
were isolated in pre-session sleep periods but were silent or fired 
sparsely with no spatial selectivity. To first describe the heterogen-
eity of single-unit responses to the cue rotations, we categorized the 
individual place field responses into 5 groups (Fig. 2a). In some 
cases, the place cells rotated their preferred firing locations either 
CWor ACW, following in the direction of the distal or local cue sets, 
respectively. In other cases, place fields in standard sessions dis-
appeared in mismatch sessions (‘Disappear’) or appeared only in 
the mismatch sessions (‘Appear’). Some place fields could not be 
decisively categorized into the 4 response types described above, and 
were categorized as ‘Ambiguous’ (for example, when a cell had a 
single place field in one session and multiple place fields in the other 
session). 

There were notable differences between CA1 and CA3 in the 
proportions of response types (Fig. 2c; x 2 ¼ 130.8, P , 0.0001). 
The majority of CA3 place fields (,60%) rotated on the track 
(ACW, n ¼ 221/429; CW, n ¼ 33/429), whereas only ,27% of CA1 
cells responded similarly (ACW, n ¼ 50/349; CW, n ¼ 45/349). In 
contrast, most CA1 cells altered their place fields (,73%), either 
showing ambiguous responses (n ¼ 128/349) to the changed 
environments or having a robust place field in only one of the 
two sessions (Disappear, 98/349; Appear, 28/349). Only ,40% of 
CA3 cells altered their place fields in these ways. These general 
patterns between CA1 and CA3 were observed across all rats 
(Supplementary Fig. 1). 

To validate objectively the categorical analysis described above, a 
population correlation analysis was performed. The firing rate of 
each cell was calculated for each 18 bin of the track, thus construct-
ing a population firing rate vector for each of the 360 bins. The firing 
rate vector for each bin of the standard session was then correlated 
with the firing rate vector for each bin of the mismatch session to 
produce a STD versus MIS correlation matrix (Fig. 3; Supplemen-
tary Fig. 2). For the 458 mismatch sessions, the STD versus MIS 
matrices for both CA1 and CA3 showed a large correlation on the 
diagonal, indicating that both regions maintained strong coherence 
in their representations between the standard and mismatch ses-
sions with the smallest mismatch angle tested (compare with the 
correlation matrices between the standard 1 and standard 2 ses-
sions). When the mismatch angles were greater than 458, the CA1 
representations lost their coherence between the standard and 
mismatch sessions, as the diagonal band of high correlation dis-
appeared. In contrast, CA3 maintained a structured, diagonal band 
of highly correlated activity in all mismatch types. As the mismatch 
angle increased, the band of high correlation shifted downward, 
consistent with the observation that the majority of CA3 place fields 
rotated ACW with the local cues. 

We used circular statistics17 to analyse the subgroup of cells that 
maintained place fields in both the standard and mismatch sessions. 
Figure 4a shows the amount that each place field rotated between 

Figure 1 Experimental design. The ring track (centre) with distinctive local cues on its 
surface was positioned in a curtained environment (black outer circle). Distal cues were 
positioned along the curtained wall. Each day, the standard session (STD) was repeated 
three times, interleaved with cue-mismatch sessions (MIS) of different mismatch amounts 
(908 and 1358 in this example). 
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the two sessions and the mean vector for each mismatch amount. 
The angle of the vector denotes the mean angle that the population 
rotated, and the length of the vector is inversely proportional to the 
variance of the distribution around that mean. For CA3, all mis-
match amounts produced a significant vector length, indicating that 
the place field rotation angles were significantly clustered around 
the mean angle (Fig. 4a, Supplementary Fig. 3b; Rayleigh test, 
P , 0.0001). For CA1, in contrast, only the 458 and 908 mismatch 
sessions produced a significant vector length (Fig. 4a, Supplemen-
tary Fig. 3b; Rayleigh test, P , 0.0001). The CA1 cells were not 
randomly distributed, however (Rao’s spacing test17, P , 0.01 for 
the 458, 908 and 1358 mismatch sessions; P , 0.05 for the 1808 
mismatch session); rather, there was a bimodal distribution, as 
roughly equivalent numbers of place fields rotated CW and ACW 
with their respective cue sets (Fig. 4a). 

Because the preceding analyses combined data from multiple 
sessions over all 5 rats, the results may be an artefact of combining 
these different data sets. That is, it is possible that CA1 and CA3 
maintained an equivalent amount of coherence in individual, 
simultaneously recorded data sets, but that the CA3 ensemble 

always rotated ACW whereas the CA1 ensemble sometimes rotated 
CW and other times rotated ACW. Combining these heterogeneous 
data sets would lead to an incorrect conclusion that the CA3 
ensemble was internally more coherent than the CA1 ensemble. 
To address this possibility, we calculated the mean rotation vector 
for each individual data set in which at least 2 cells from both CA1 
and CA3 maintained a place field in the standard and mismatch 
sessions (for example, see data for single data sets in Fig. 4b). A 
Wilcoxon signed rank test (the non-parametric analogue of a paired 
t-test) demonstrated that on average, the mean vector length of CA3 
was greater than the mean vector length of simultaneously recorded 
CA1 cells (P , 0.02), verifying that the CA3 representation was 
more coherent than CA1 at the level of individual ensemble 
recordings (Fig. 4c). 

One potential explanation for the different responses of CA3 and 
CA1 to the altered environments is that most CA3 place cells 
received inputs only from neurons that represent local cues, whereas 
CA1 cells received inputs from neurons that represent both local 
and distal cues. A number of lines of evidence argue against this 
interpretation: (1) although the majority of CA3 place fields rotated 

cells were not recorded simultaneously. b, Representative locations of CA1 (blue 
arrowhead) and CA3 (red arrowhead) electrodes within a subject. c, Categorical 
classification of place field behaviour in response to mismatch sessions. Numbers show 
per cent. 

Figure 2 Individual place field responses to cue manipulations. a, Examples of CA1 and 
CA3 place fields between standard (STD) and mismatch (MIS) sessions. Each row shows 
five consecutive sessions in a day. Rectangles of different colours denote five response 
categories. Position data are shown as grey dots, and spikes as coloured dots. Angles 
denote mismatch amount between local and distal cue sets. These examples of place 
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with the local cues, almost half of the place fields rotated with the 
distal landmarks, remapped or behaved ambiguously. Moreover, 
some individual CA3 place fields were controlled by the local cues in 
one session and by the distal cues in another session (for example, 
Fig. 2a, cell 10). (2) The CA3 place fields that rotated ACW tended to 
rotate by a lesser amount than the local cues themselves, and this 
under-rotation was greater and more variable for the 1808 mismatch 
session than for the 458 mismatch session (Fig. 4d; P , 0.02 
between the 458 and 1808 conditions, Kolmogorov-Smirnov test; 
see also Supplementary Fig. 4). This result demonstrates an inter-
action between both sets of cues in CA3. (3) A preliminary study in 
one of the present subjects showed that CA3 place fields were more 
highly correlated than CA1 place fields when distal landmarks alone 
were rearranged, in a situation in which the local cues were removed 
(Supplementary Figs 5 and 6). These data are in agreement with 
prior studies that showed that CA3 place fields were controlled by 
rotations of distal landmarks as robustly as CA1 place fields18,19. 
Despite the evidence showing modulation of CA3 place fields 
by distal cues, it is still possible that CA3 is more dominantly 
influenced by local cues than is CA1 (especially when there is a 
competition between local and distal cues15). Recordings from the 
brain structures that send inputs to CA3 and/or CA1 (for example, 
the entorhinal cortex and the dentate gyrus) will be necessary to test 
this hypothesis rigorously. Nevertheless, the present data clearly 
show that neurons in CA3 respond to the altered environments in a 
more coherent fashion than CA1 neurons. 

Since the pioneering theories of Marr6, the hippocampus is 
often modelled as an autoassociative memory network that can 
retrieve the originally stored representation in the presence of 
incomplete, corrupt, or noisy inputs (‘pattern completion’ or 
‘generalization’)6–10,20,21. CA3 is thought to perform such autoasso-
ciative functions via its recurrent collateral circuitry4–12. Consistent 
with those theories, the present study provides (to our knowledge) 
the first direct electrophysiological evidence in normal animals 

that CA3 displays far more homogeneity in its ensemble response 
to an altered environment than CA1. Under different circum-
stances, however, it might be adaptive for a network to create a 
new, independent representation of an altered environment6 (for 
example, if there are different behavioural contingencies associated 
with the familiar and altered environments). ‘Pattern separation’ 
refers to this ability of a network to make the representations of two 
similar input patterns more dissimilar, thus decreasing the prob-

22–25ability of recall errors . Most theories consider the information 
processing in the dentate gyrus as an essential stage for the pattern 
separation process7,22–24. The CA3 subfield, which receives a major 
input from the dentate gyrus via the mossy fibre projection, may be 
the region where the dynamic tension between these pattern 
completion and pattern separation processes is resolved22,23 . 
Under some circumstances (such as the present study, when 
environmental cues are altered), the CA3 network performs a 
pattern completion process; under other circumstances (perhaps 
when the spatial landmarks or other internal variables are altered to 

Figure 3 Correlation matrices between population firing rate vectors. Matrices shown 
are between population firing rate vectors of the first and the second standard sessions 
(STD-1 versus STD-2 correlation matrix) or between those of standard and mismatch 
sessions (STD versus MIS correlation matrix) for each mismatch condition. The abscissa 
and the ordinate represent the locations (8) on the linearized track in the standard and/or 
mismatch sessions. The CA3 representation remained coherent at all mismatch angles, 
whereas the CA1 representation abruptly lost coherence when mismatch angles 
exceeded 458 (see Supplementary Fig. 3a). 

Figure 4 Ensemble coherence. a, Each dot represents the calculated amount of rotation 
of a single place field between the standard and mismatch sessions. Zero degree is 
denoted by the tick mark in each circle. b, Representative examples of ensembles of CA1 
and CA3 place fields recorded simultaneously. c, Average vector lengths for 
simultaneously recorded CA1 and CA3 place field ensembles (mean ^ s.e.m.). 
d, Deviation of the calculated rotation angle of the ACW-rotating CA3 place fields from the 
physical rotation angle of the local cue set in the 1808 mismatch condition, 458 mismatch 
condition (right inset), and standard session (left inset). Negative numbers denote under-
rotation relative to the rotation of the cue set and positive numbers denote over-rotation. 
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a greater extent, producing a strong pattern separation via the 
dentate gyrus), the CA3 ensemble transitions to a completely 

13,25,26different location (attractor) in its representation state space . 
An important finding of the present results is that the CA1 

representation was not always under the strong control of its CA3 
afferents14,25. The role of CA1 may be to compare the rat’s current 
experience, represented in the entorhinal inputs, with the represen-
tations of past experience stored in the DG-CA3 networks8. Under 
some circumstances, the CA1 output may be dominated by its CA3 
afferents, and the CA1 and CA3 representations will behave coher-
ently with each other (as in the 458 mismatch session; see Fig. 3). 
Under other circumstances, however, such as in novel environments 
or sufficiently altered environments (such as the larger mismatch 
sessions), CA1 may be dominated by its EC afferents27 and its 
representation may be less strongly influenced by the CA3 out-
put25,28 . Recordings or manipulations specifically targeting these 
networks in various conditions will promote further understanding 
of how the interactions among these networks optimize memory 
storage and retrieval10,11,22,27,29 . 
Note added in proof: While our paper was in production, we became 
aware of another study31 (using immediate-early genes to measure 
activity) that reached conceptually similar conclusions about differ-
ences between CA1 and CA3. A 

Methods 
Detailed experimental procedures were described previously16. All animal procedures were 
in accordance with NIH guidelines on the use of experimental animals and were approved 
by the University of Texas Health Science Center at Houston Institutional Animal Care 
and Use Committee. Twelve tetrodes were lowered to CA3, and 6 tetrodes were lowered to 
CA1. We specifically targeted the middle or distal CA3 region because this region provides 
a higher density of recurrent collaterals than the proximal CA3 region5. We also targeted 
the middle and proximal CA1 region, as this part of CA1 receives topographically 
organized input from the middle and distal CA3, respectively4,5. Only those tetrodes that 
allowed unambiguous assignments to either CA1 or CA3 were used for further analysis, 
and data from the tetrodes in CA2 or the hilar area were discarded. After a week of recovery 
from electrode implant surgery, the rats were trained (7–13 days) to circle clockwise (CW) 
on a circular track (56 cm inner diameter, 76 cm outer diameter) to collect chocolate 
reward placed on random locations of the track. During the course of training before 
recording place fields, the animals were trained to run only clockwise. Whenever the rat 
turned around and moved anticlockwise (ACW), its progress was stopped by blocking its 
path with a paper folder. The rats quickly learned to move unidirectionally in a clockwise 
direction. The experimenter was present in the testing room at the time of recording and, 
when the rat occasionally turned around to run anticlockwise, the experimenter corrected 
the behaviour. The track was composed of 4 different textured surfaces (‘local cues’), each 
covering one-quarter of the ring: a grey rubber mat with a pebbled surface, brown 
medium-grit sandpaper, beige carpet pad material, and grey duct tape with white tape 
stripes. The track was placed in a circular, curtained environment (2.7 m diameter) in 
which six objects (‘distal cues’) were present either on the floor or on the curtain (‘hanging 
cues’—a brown cardboard circle, a black and white striped card, and a white card; ‘standing 
cues’—a white box, an intravenous stand with a laboratory coat and a blue cloth, and a roll 
of brown wrapping paper). 

Multiple single units were recorded with the Cheetah data acquisition system 
(Neuralynx), and the animal’s position was monitored at 30 Hz via an array of light-
emitting diodes mounted on the headstage. Once the testing started, each animal was 
given baseline sleep periods (,30 min), during which multiple cells were recorded, before 
the first behavioural testing session and after the last testing session. These sleep data were 
used to determine the stability of recordings made during behavioural sessions and 
unstable cells were not further analysed. 

After perfusion, electrode tracks were histologically identified and the tetrodes were 
carefully assigned to subfields of the hippocampus by considering both histological results 
and electrophysiological profiles of the tetrodes recorded during the experiments. 
Specifically, digital photomicrographs were taken for all serial sections of the 
hippocampus (40 mm). Tetrode tracks were traced on the digital images using graphic 
software (Adobe) and those retouched images were reconstructed three-dimensionally 
(Voxar). Microscopic examinations were used in parallel in the course of reconstruction. 
Rotated three-dimensional views of the reconstructed three-dimensional image were 
compared to the configuration of the tetrodes in the original tetrode-bundle for accurate 
identification of the tetrodes. 

Units were isolated off-line using custom software for cluster cutting. The track was 
divided into 360 bins (18 per bin) and a firing rate for each bin was calculated by dividing 
the number of spikes fired while the rat occupied that bin by the amount of time spent in 
the bin. The place fields were smoothed by a gaussian filter with width parameter j ¼ 4.38. 
The amount that each place field rotated between the standard and mismatch sessions was 
calculated by computing the Pearson product-moment correlation between its firing rate 
array for the standard session and for the mismatch session; the latter session was shifted 
successively by 18 until the maximum correlation between the two arrays was found. This 
correlational analysis to find rotation angles was performed only when well-established 

place fields (statistically significant, spatial information score30 $0.5, and number of 
spikes $50) were exhibited in both standard and mismatch sessions. 
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