On transit-time distributions in unsteady circulation models
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Abstract

In a diffusive geophysical flow, there is not a single timescale or unique pathway for passive scalar transport from the reservoir’s surface into the interior because of irreversible diffusive mixing processes. Instead, there is a range of pathways and hence a transit-time distribution (TTD) since last surface contact. We explore the issues that arise when considering TTDs for unsteady flows and discuss approaches to finding the TTD in numerical general circulation models. In particular, three complementary approaches are possible: First, the forward tracer equation can be used to simulate boundary impulse responses (BIRs). This approach is computationally efficient for the case where information on the TTD is needed at many field points or many field times. Second, the adjoint tracer equation can be used to find the TTD. This method is efficient when the TTD is required at a few field points and field times, but requires an adjoint tracer model. Third, BIR integrations can be used as statistical surrogates of TTDs, exploiting the fact that BIRs and TTDs have identical statistics due to a property of the underlying Green’s function. If an estimate of the ensemble-mean TTD is required, to within an error on the order of the typical fluctuation amplitude, a single realization of the BIR serves as well as a single realization of the TTD. BIR and TTD ensembles give estimates of the ensemble-mean moments of the TTD to the same level of accuracy. Computing ensembles of BIRs instead of ensembles of TTDs is efficient for cases with few surface sources and few field times. Illustrations are presented for barotropic double-gyre circulations.
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1. Introduction

Simulating dynamically-passive scalar trace substances is an important part of modern general circulation models of the ocean and atmosphere. There are many scientific reasons, including the study of radiatively-active gases and the behaviour of pollutants in the atmosphere, and biogeochemical cycling in the oceans, including the anthropogenic component of the carbon cycle. Understanding passive tracer storage and dispersal is also crucial for rotating-stratified fluid dynamics, because potential vorticity evolves as a (dynamically-active) tracer, and potential vorticity provides the dynamical foundation for many theories of the oceanic and atmospheric general circulation. Underlying all these tracer problems are common advective and diffusive transport mechanisms which determine the pathways and timescales of propagation through the fluid reservoir. Simulating these processes in circulation models is therefore a universal challenge in general circulation modelling.

Recent progress on understanding and diagnosing tracer transport has come from considering transit-time

distributions (TTDs; see, for example, Holzer and Hall, 2000, Haine and Hall, 2002, Waugh et al., 2004). The advantage of thinking about transport using TTDs is that one focuses on a revealing diagnostic that is independent of the specific source/sink characteristics of any particular tracer. The pathway and timescale information common to all tracers is readily available from the TTD.

Computing TTDs in circulation models is, in principle, a straightforward task and simply requires integration of the passive tracer equation with idealised (delta function) sources. To date, the TTDs in several models have been computed but attention has almost exclusively been on steady flow (notable exceptions are in Holzer et al. (2003), Holzer et al. (2005), Holzer and Hall (in press)). Although the general theory encompasses unsteady flow, the practical details of simulating TTDs in unsteady flow have not been explored in detail before. This issue is the main focus of our paper.

We summarise in Section 2 the basic TTD theory and explain the practical issues in computing TTDs in unsteady circulation models. Approaches using boundary impulse responses in the regular forward tracer equation and interior impulse responses in the adjoint tracer equation are compared. Each method has particular advantages and disadvantages in practice. A third approach is also possible which relies on a statistical property of the TTD and boundary impulse responses of the forward tracer equation. This property is illustrated and tested with numerical results from a barotropic, double-gyre circulation model. This property is illustrated and tested with numerical results from a barotropic, double-gyre circulation model (Sections 3 and 4). This numerical model is relatively simple yet captures the key features of mid-latitude wind-driven ocean circulations and provides a variety of flows, ranging from steady to fully chaotic regimes. Finally, we present concluding remarks in Section 5.

2. Transit-time distribution theory in unsteady flow

In an advective–diffusive geophysical flow, there is not a single timescale or unique pathway for tracer transport from the reservoir’s surface into the interior because of the irreversible diffusive mixing processes. Instead, there is a range of pathways and hence a distribution of transit-times since last surface contact. Here we focus on the issues that arise when considering TTDs for unsteady flows and discuss approaches to finding the TTD in numerical circulation models. For full details on the TTD theory consult Hall and Plumb (1994), Holzer and Hall (2000) in the atmospheric context and Beining and Roether (1996), Delinez et al. (1999), Haine and Hall (2002) and Zhang et al. (2005) in the oceanic context.

2.1. Origin of the TTD

To understand the origin of the TTD consider the concentration $\chi$ of a dissolved trace species in a moving fluid. The concentration satisfies the tracer advection–diffusion equation

$$\left( \frac{\partial}{\partial t} + \vec{L} \right) \chi = 0,$$  \hspace{1cm} (1)

where $\vec{L}$ is the (linear) transport operator and includes advection and diffusion. The coefficients in $\vec{L}$ are considered to be known functions of space and time (typically, $\vec{L}(x) = \nabla \cdot [(\vec{u} - \vec{K}) \nabla] \chi$ for advecting flow $\vec{u}$ and (tensor) diffusivity $\vec{K}$). Appropriate boundary conditions are specified for $\chi$ at the sea floor and sea surface; typically, no flux conditions apply at the sea floor and a known (time-varying) concentration, $\chi_0(t)$, applies at the sea surface, $\Omega$ (other possibilities are discussed by Haine (2006)). The solution for the tracer concentration can be written as a convolution integral

$$\chi(\vec{r}, t) = \int_{-\infty}^{\infty} \mathcal{G}(\vec{r}, t, t') \chi_0(t') \, dt'.$$  \hspace{1cm} (2)

For simplicity we have restricted attention to a single boundary source region $\Omega$, although spatially-varying sources can also be handled with straightforward extensions (Holzer and Hall, 2000, Haine and Hall, 2002; see also (5) below). This solution (2) composes the tracer concentration $\chi(\vec{r}, t)$ as a superposition of different tracer sources from different times in the past. We see that the so-called boundary propagator, $\mathcal{G}(\vec{r}, t, t')$, propagates concentration on $\Omega$ at source time $t'$ to the interior point $\vec{r}$ at field time $t$. It weights the contribution from $\Omega$ at all past times $t'$ to the present concentration at $\vec{r}$.

The boundary propagator $\mathcal{G}$ only depends on the fluid transport from $\Omega$ to $\vec{r}$ and $\mathcal{G}$ is intimately connected to the Green’s function of the transport operator (Holzer and Hall, 2000). Namely, $\mathcal{G}$ satisfies

$$\left( \frac{\partial}{\partial t} + \vec{L} \right) \mathcal{G} = 0,$$  \hspace{1cm} (3)

with impulsive boundary condition $\mathcal{G}(\Omega, t, t') = \delta(t - t')$ on $\Omega$ and no-flux conditions elsewhere ($\delta$ is the Dirac delta function). It contains complete information about the transport pathways and timescales in the sense that $\mathcal{G}$ contains all of the information about $\vec{L}$, but packaged in a different form. That is, $\vec{L}(\vec{u} \text{ and } \vec{K})$ and $\mathcal{G}$ are interchangeable with each other.

For many applications the information contained in the $\mathcal{G}$ form is more useful than in the $\vec{L}$ form. In particular, there is a natural and revealing physical interpretation of (2). Rewriting, we see

$$\chi(\vec{r}, t) = \int_0^{\infty} \mathcal{G}(\vec{r}, t, t - \tau) \chi_0(t - \tau) \, d\tau.$$  \hspace{1cm} (4)

Now the boundary propagator kernel is written as a function of transit-time (elapsed time) $\tau \equiv t - t'$. Considered from this perspective, $\mathcal{G}(\vec{r}, t, t - \tau)$ weights prior boundary concentrations over transit-time and hence is called the transit-time distribution (TTD) for point $\vec{r}$ at time $t$. The TTD is the distribution of transit-times since a water parcel at point $\vec{r}$ and time $t$ had last contact with $\Omega$ at time $t - \tau$. A key property of the TTD is that it expresses the irreversible diffusive mixing processes. Instead, there is a natural and revealing physical interpretation of (2).
The quantity $G(\tilde{r}, t, t')$ is hence the volume fraction of the parcel at $(\tilde{r}, t)$ that originated from the surface $\Omega$ at a time between $\tau$ and $\tau + d\tau$ ago.

Fig. 1 illustrates this idea in a schematic way by showing the boundary propagator for a particular field point as a function over source time and field time (see also Fig. 2 of Holzer et al. (2003)). The TTD corresponds to a cut through the boundary propagator in a specific direction (horizontal and to the left in Fig. 1). That is the TTD, $G(\tilde{r}, t, t' - \tau)$, is a traverse through $G$ at constant field time $t$, as a function of transit-time $\tau$ (and hence, source time $t' - \tau$). A related, but distinct, quantity is a cut through the boundary propagator satisfies the time-translation invariance: $G(\tilde{r}, t, t' - \tau) = G(\tilde{r}, 0, -\tau)$ for all $t$. This property means that the boundary propagator, and hence the TTD, only depends on the transit-time $\tau$; only the difference between the field time and the source time (the transit-time) is relevant. In Fig. 1 this means that $G$ contours are parallel to lines of constant $\tau$ and perpendicular to the $t' = t + \tau$ lines. (Note that $t'$ is orthogonal to $\tau$. In steady flow the TTD is therefore sometimes written using the shorter notation $G(\tilde{r}, t')$ for convenience. Strictly, this usage is inconsistent with the former definition, but context makes the distinction clear.) Fig. 2a illustrates the boundary propagator for the case of steady flow. On this diagram the boundary propagator is sketched as a function of source time and field time for a particular field point. For steady flow, $G$ is a function of $\tau$ only, not of $t'$ and $t$ individually; $G$ contours are parallel to lines of $\tau$ and clearly the BIR and the TTD coincide (namely, $G(\tilde{r}, t, t' - \tau) = G(\tilde{r}, t'/C_0, t')$ from the time-translation invariance).

Most explicit simulations of TTDs in ocean circulation models to date have been for the case of steady flow. In practice, the TTD is found by computing the $t$-evolution (using (3)) of a passive tracer with an impulsive boundary concentration $\delta(t - \tau)$ at source time $t$ (often taken to be $t' = 0$ for convenience). This amounts to a vertical cut through the $G$-map in Figs. 1 and 2. Formally, this approach yields the boundary impulse response which, for steady flow, equals the TTD.

2.2. Steady flow

Important simplifications are possible in the case of steady flow (when $G$ has no time-dependence). Then, the boundary propagator satisfies the time-translation invariance: $G(\tilde{r}, t, t' - \tau) = G(\tilde{r}, 0, -\tau)$ for all $t$. This property means that the boundary propagator, and hence the TTD, only depends on the transit-time $\tau$; only the difference between the field time and the source time (the transit-time) is relevant. In Fig. 1 this means that $G$ contours are parallel to lines of constant $\tau$ and perpendicular to the $t' = t + \tau$ lines. (Note that $t'$ is orthogonal to $\tau$. In steady flow the TTD is therefore sometimes written using the shorter notation $G(\tilde{r}, t')$ for convenience. Strictly, this usage is inconsistent with the former definition, but context makes the distinction clear.) Fig. 2a illustrates the boundary propagator for the case of steady flow. On this diagram the boundary propagator is sketched as a function of source time and field time for a particular field point. For steady flow, $G$ is a function of $\tau$ only, not of $t'$ and $t$ individually; $G$ contours are parallel to lines of $\tau$ and clearly the BIR and the TTD coincide (namely, $G(\tilde{r}, t, t' - \tau) = G(\tilde{r}, t'/C_0, t')$ from the time-translation invariance).

Most explicit simulations of TTDs in ocean circulation models to date have been for the case of steady flow. In practice, the TTD is found by computing the $t$-evolution (using (3)) of a passive tracer with an impulsive boundary concentration $\delta(t - \tau)$ at source time $t$ (often taken to be $t' = 0$ for convenience). This amounts to a vertical cut through the $G$-map in Figs. 1 and 2. Formally, this approach yields the boundary impulse response which, for steady flow, equals the TTD.

2.3. Unsteady flow

In unsteady flow, some complications arise. Most important, the time-translation invariance no longer holds, implying that the TTD, $G(\tilde{r}, t, t' - \tau)$, now depends on two independent time arguments: field time $t$ and source time $t'$, not just the transit-time $t' - \tau$. This fact means that $G$-contours are no longer parallel to lines of constant transit-time (Fig. 1) and we now speak of a transit-time distribution for each field time and field point. Fig. 2b–d shows three distinct examples of $G$ in unsteady flow: periodic flow, where a clear periodicity over field time exists,
statistically-stationary unsteady flow, and non-stationary unsteady flow. We now distinguish three distinct approaches to compute the TTD, which have different advantages:

- **Method 0: BIR from forward tracer equation.** Complete knowledge of \( G \) requires many impulsive tracer simulations in unsteady flow. A straightforward, direct approach is to use the BIR method described in Section 2.2 and construct the \( G \)-map by successive vertical sections. The method described by Delhez and Deleersnijder (2002) is closely related to this approach, although they use different terminology.

- **Method 1: TTD from adjoint tracer equation.** Holzer and Hall (2000) show that the TTD, \( G(\vec{r}, t, t_0) \) is related to the Green’s function of the adjoint tracer equation. First consider

\[
G(\vec{r}, t_0) = \int G(\vec{r}, t_0, t_0) \, d\Omega,
\]

where \( \vec{r}_0 \) is a point on the surface patch \( \Omega \) and \( G' \) is the generalised form of the boundary propagator (taking surface variation of the tracer source into account). The reciprocity relation allows us to rewrite the integrand of (5) as follows:

\[
G'(\vec{r}, t, t_0) = -[K \cdot \nabla_{\vec{r}_0} G(\vec{r}_0, t, t)] \cdot \vec{n},
\]

where \( \vec{n} \) is the unit outward normal direction to the surface \( \Omega \) at \( \vec{r}_0 \) and \( G'(\vec{r}, t, t_0) \) is the adjoint Green’s function to the tracer equation (see (13) in Holzer and Hall (2000)). The adjoint Green’s function satisfies (for constant fluid density)

\[
\left(-\frac{\partial}{\partial t} + \mathcal{L}\right) G' = \delta(\vec{r} - \vec{r}_0, t - t'),
\]

subject to \( G'(\vec{r}, t, \vec{r}_0, t') = 0 \) for \( \vec{r} \) on \( \Omega \), and zero flux elsewhere. Put another way, one can find the TTD for a particular place and time in an unsteady flow by integrating the adjoint tracer equation (backwards) forced by an

---

**Fig. 2.** Schematic diagrams of boundary propagators \( G(\vec{r}, t, t_0) \) as functions of source time \( t' \) and field time \( t \) for a particular field point \( \vec{r} \). (a) Steady flow, (b) periodic flow, (c) aperiodic, stationary flow, and (d) aperiodic non-stationary flow. See Section 2 and Fig. 1 for more details.
impulsive release at the place and time of interest. The TTD is then given by the flux of adjoint Green’s function leaving the domain through the surface. Delhez et al. (2004) explain a similar method to compute the residence time, which is closely related to the TTD. This approach requires that the adjoint advection–diffusion system be integrated, not the forward system. While adjoint models now exist for some circulation models, they are not universally available and they are often not easy to construct.

- **Method 2**: BIR from forward tracer equation as statistical surrogate TTD. An alternative approach is available that may be advantageous in some circumstances. For example, in turbulent flows it is often more valuable to know the statistics of the TTD rather than its individual realizations. In such cases an ensemble of BIRs can be used in lieu of an ensemble of TTDs. The approach is based on BIR integrations and exploits some important statistical properties of $G$ in unsteady flow. Specifically:

For time-varying flow at point $\vec{r}$ and transit-time $t$, the distribution of $G(\vec{r}, t_1, t_1 - t)$ (the TTD) over $t_1$ is identical to the distribution of $G(\vec{r}, t_2, t_2 + t)$ (the BIR) over $t_2$ provided that the distributions are defined over the same time intervals for $t_1$ and $t_2 + t$.

If the times $t_1$ and $t_2 + t$ for which the TTDs and BIRs are available come from different time intervals, the distributions are equal if the flow is statistically-stationary (or statistically cyclo-stationary with appropriate phasing between the two time periods). Here we consider the limit of both $t_1$ and $t_2$ ranging over all time ($-\infty$ to $+\infty$), so that the distributions of the TTDs and BIRs are always identical. The italicized equivalence above is a simple consequence of the fact that the TTD for field time $t$ and source time $t' = t - \tau$ is identically equal to the BIR for source time $t'$ and field time $t = t' + \tau$, namely both are equal to $G(\vec{r}, t, t')$. (See the Appendix for a justification and further details; see also Holzer et al., 2003).

Roughly speaking, this statement means that for the same field point and transit-time, the TTD and BIR have identical statistics. In particular, the expected values are the same

$$\lim_{t' \to +\infty} \frac{1}{2\tau} \int_{-\tau}^{\tau} G(\vec{r}, t_1, t_1 - \tau) \, dt_1 = \lim_{t' \to +\infty} \frac{1}{2\tau} \int_{-\tau}^{\tau} G(\vec{r}, t_2 + t, t_2 + t + \tau) \, dt_2.$$  

(8)

Geometrically, one can see the reason is that these averages are taken along overlapping line segments at constant transit-time $\tau$ in the $(t', t)$ plane (Fig. 1).

There is a minor, but important, difference between realisations of the TTD and BIR concerning normalisation: Every TTD is normalised over transit-time, $\int_{-\infty}^{\infty} G(\vec{r}, t, t - \tau) \, dt = 1$ for all $t$ (Holzer and Hall, 2000), but BIRs are only normalised over transit-time on average

$$\lim_{t' \to +\infty} \frac{1}{2\tau} \int_{-\tau}^{\tau} \int_{t'}^{t'} G(\vec{r}, t' + \tau, t') \, dt' \, dt' = 1,$$  

(9)

not individually. Higher order moments of the TTD functions and the BIR functions obey similar relationships for the same reason. For example, let the mean over transit-times of the TTD be $\Gamma(\vec{r}, t) = \int_{-\infty}^{\infty} t G(\vec{r}, t, t - \tau) \, dt$ and the corresponding mean over transit-times of the BIR be $\Gamma(\vec{r}, t') = \int_{-\infty}^{\infty} t G(\vec{r}, t', t' + \tau) \, dt$. Then the expected value of $\Gamma$ over $t$ equals the expected value of $\Gamma'$ over $t'$ for the same point

$$\lim_{t' \to +\infty} \frac{1}{2\tau} \int_{-\tau}^{\tau} \Gamma(\vec{r}, t) \, dt = \lim_{t' \to +\infty} \frac{1}{2\tau} \int_{-\tau}^{\tau} \Gamma'(\vec{r}, t') \, dt'.  \quad (10)$$

Given this link between TTD and BIR statistics, one can use BIR functions from unsteady flow as statistical surrogates for the true TTD functions. The BIR functions have identical statistics to the true TTD functions, but are not actually TTDs in the sense of (4). This possibility is explored further below in a series of numerical examples.

2.4. Computational requirements

To compare and contrast these methods consider their computational requirements. Assume that we wish to represent $G(\vec{r}, t|\vec{r}_0, t')$ as a discrete matrix that is discretised with $N_t$ points (or cells) over field point $\vec{r}$, $N_i$ points over field time $t$, $N_{i_0}$ points over source patch $\vec{r}_0$, and $N_F$ points over source time $t'$. The storage requirements do not depend on method and are proportional to $N_t/N_t/N_i/N_F$ in each case. The computer time required to compute $G'$ does depend on method, however, as follows:

- **Method 0**: BIR from the forward tracer equation, requires $N_F$ impulse response simulations over each of the $N_{i_0}$ surface patches. The resulting fields are of size $N_t$ and are stored $N_t$ times.

- **Method 1**: TTD from the adjoint tracer equation, requires $N_t$ TTD simulations for each of the $N_F$ field points of interest. The resulting fields are of size $N_t$ and are stored $N_t$ times. Adjoint tracer models run slower than forward tracer models by a factor of $a$ (typically 3–5).

- **Method 2**: The BIR as a statistical surrogate TTD, requires $N_F$ impulse response simulations from each of the $N_{i_0}$ surface patches. The resulting fields are of size $N_t$ and are stored $N_t$ times. They are interpreted as TTD timeseries as explained in the preceding section.

Modern general circulation models typically have $N_F = O(10^{5-6}), N_{i_0} = O(10^{5-6}), N_t = O(10^{4-5})$ if we use the model grid spacing and timestep as the appropriate discretisation for $G$. The resulting $G$ matrix therefore has $O(10^{5-25})$ elements and is obviously impossible to store, let alone compute or manipulate. Some reduction in dimension is essential either through averaging or selection of specific places and times of interest. The way this reduction is done determines the most efficient method. For example,
consider the case where a few typical TTDs are required for a few interior field points, and resolution of the TTD over surface source is not needed. Then \( N_r = O(1) \), \( N_t = O(1) \), \( N_{p0} = 1 \), say, and resolution of each TTD timeseries is given by \( N_r = O(100) \) points. Method 0 then requires a time proportional to \( N_r N_t N_r = O(100) \), Method 1 requires a time proportional to \( \alpha N_r N_r = \alpha \times O(1) \), and Method 2 requires a time proportional to \( N_{p0} N_r = O(1) \), but gives statistical surrogate TTD timeseries with random, unbiased error. Method 1 using the adjoint tracer equation is faster than Method 0 in this case for typical \( \alpha \). If an adjoint tracer model is unavailable, then Method 2 offers a faster method than Method 0, but incurs error. Alternatively, if a coarsely-resolved \( G \) for the entire model is required, we might have \( N_r = N_t = N_r = O(100) \) and \( N_{p0} = O(10) \). Method 0 is then faster than Method 1 by a factor of \( \alpha N_r N_r = \alpha \times O(10) \) although the computation still requires \( O(1000) \) individual BIR simulations (Holzer and Hall (in press) use this method in a tropospheric model with 15,000 tracers, for example). Method 2 is as fast as Method 0 in this case.

Other examples can be constructed to illustrate these differences. The main point is that the times required to compute \( G \) at a given resolution scale as \( N_r N_r N_r \), \( \alpha N_r N_r \), and \( N_{p0} N_r \) for Methods 0, 1, and 2, respectively. Moreover, each method has intrinsic disadvantages: Method 0 is likely always expensive, because resolution of the TTD in unsteady flow will presumably always require \( N_r = O(100) \) or more; Method 1 requires an adjoint model; and, Method 2 incurs random unbiased error.

3. Numerical simulations

We numerically study these issues in idealised double-gyre circulations using the MITgcm model (Marshall et al., 1997). The main purpose of the numerical simulations is to illustrate the preceding theory and to gain some idea of typical fluctuations in TTDs, BIRs, and their moments, for a diverse range of unsteady flow regimes. The model configuration is described in a related study on tracer age and potential vorticity in unsteady flow (Zhang et al., 2005, hereinafter ZHW). Experiments are performed in a 1200 km square basin with a flat bottom at depth \( H \) on a mid-latitude \( \beta \)-plane. The flow starts from rest, is unstratified, and forced with a zonal wind stress, \( X \), of the form \( X = X_0 \sin(\pi y/L) \cos(t/T) \), where \( X_0 = 0.1 \) Nm\(^{-2}\) controls the average stress amplitude, \( f(t/T) \) controls the time-dependence which has a period of \( T = 40 \) yrs, and \( L \) is the domain size. Tracer is introduced into the model at the northern wall with source/sink characteristics to simulate the TTD and BIR as appropriate. We use a spatial grid step of 20 km and a time step of 20 min. The integration time spans 120 yrs, covering three complete forcing cycles (spin-up from rest has already occurred). For further details, see ZHW (their Section 2 and Table 1). The tracer adjoint model is also available for the MITgcm. One view on the discretised adjoint model is to consider the sensitivity of a scalar cost function of the model state to a vector of control variables. In this context, our control variable is the initial tracer concentration at the surface and the cost function is the final tracer concentration at the particular interior point of interest. Thus we obtain the sensitivity of the tracer concentration \( \chi(\vec{r}, t) \) to the prior tracer concentration at \( \chi(\vec{r}_0, t) \), which is just the adjoint Green’s function \( G(\vec{r}_0, t' | \vec{r}, t) \) required. The adjoint model propagates the sensitivity backward in time so the adjoint solutions reveal the pathways and times from which the final state arose. Typically, an adjoint calculation involves three to five times the computational cost of a forward calculation. Tests to judge the accuracy of the numerical adjoint code compared to perturbations in the forward code give agreement to machine precision (Zhang, 2005).

4. Numerical results

Four main experiments are considered: two are periodic \( (H = 6000 \) m) and two exhibit aperiodic (chaotic) fluctuations \( (H = 2500 \) m) (additional experiments are shown by Zhang (2005)).

4.1. Periodic flows

The two periodic experiments comprise a weakly forced case \( f(t/T) = 1 - 0.1 \sin 2\pi t/T \) giving a \( \pm 10\% \) sinusoidal change in forcing and a strongly forced case \( f(t/T) = 1 + 0.5(t/T - [t/T]) \) with a \( \pm 50\% \) change in forcing and a sawtooth waveform; \( [\cdot] \) is the floor function). TTD and BIR functions for these flows are shown in Fig. 3 (left column: weak forcing and right column: strong forcing). The top row shows that the domain-averaged kinetic energy (KE) under weak forcing oscillates at the forcing period of 40 yrs in a nearly sinusoidal manner (Fig. 3a).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>TTD ( \Gamma ) (years)</th>
<th>BIR ( \Gamma' ) (years)</th>
<th>TTD ( \Delta ) (years)</th>
<th>BIR ( \Delta' ) (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak periodic</td>
<td>26.77 ± 0.19</td>
<td>27.05 ± 0.26</td>
<td>21.71 ± 0.10</td>
<td>21.71 ± 0.08</td>
</tr>
<tr>
<td>Strong sawtooth</td>
<td>27.98 ± 0.82</td>
<td>27.18 ± 0.80</td>
<td>21.61 ± 0.33</td>
<td>21.59 ± 0.29</td>
</tr>
<tr>
<td>Weak chaotic</td>
<td>15.11 ± 1.59</td>
<td>16.25 ± 0.93</td>
<td>11.65 ± 0.25</td>
<td>11.68 ± 0.10</td>
</tr>
<tr>
<td>Strong chaotic</td>
<td>15.33 ± 2.24</td>
<td>15.36 ± 1.53</td>
<td>11.15 ± 0.57</td>
<td>11.46 ± 0.31</td>
</tr>
</tbody>
</table>

Results for the mean transit-time, \( \Gamma \), and width, \( \Delta \), are shown for ensemble sizes of 40 TTD and 40 BIR realisations (30 each for the weak chaotic experiment). The standard deviations are also shown.
The mean KE is $1.9 \times 10^{-4}$ m$^2$ s$^{-2}$, with a 30% fluctuation of amplitude (exceeding the 10% fluctuation of the wind forcing). The solid curves in Fig. 3c shows the time series of eight BIR realisations released at source times separated by 5 yrs (yr 0, yr 5, ..., yr 35) for a point at the center of the domain. For BIRs released at different times, the peak BIR values and modal times are different (high KE at source time gives an earlier, larger BIR peak). Nevertheless, the basic shape of the BIR functions is very similar.

Fig. 3 shows TTD realisations obtained by integrating the adjoint tracer model backwards over source time as described in Sections 2 and 3. Now the field times are separated by 5 years (yr 120, yr 115, ..., yr 85). The TTD patterns are very similar to the BIRs with a high, narrow first peak, a second lower, broader peak, and a long tail. Similarly, at different phases of the flow, the TTDs have different peak values and modal times. At the same phase of the flow the TTDs almost overlie the BIRs, however (for example, the first and fifth TTD and BIR functions in Fig. 3c). We also find excellent correspondence between the ensemble-mean BIR and TTD functions as shown in Fig. 3e (for 40 realisations). For this relatively weak periodic flow variation, the difference between TTD and BIR realisations taken at the same phase is almost negligible.

Fig. 3b shows the periodic oscillation of KE for the case of strong sawtooth forcing. Now the mean KE is $2.7 \times 10^{-4}$ m$^2$ s$^{-2}$, somewhat larger than for the weak forcing, but with higher peaks and a timeseries that is no longer symmetric under time reversal. Fig. 3d shows the BIRs (TTDs) as a function of the transit-time for eight source (field) times. As the flow slowly accelerates and gains KE, the BIR peaks become higher with reduced modal times. The corresponding TTD realisations show a similar behaviour. Near the time of rapid KE drop, the TTD and BIR functions differ significantly because of the asymmetry in flow moving forwards (BIR) or backwards (TTD) in time. Nevertheless, the ensemble averages still agree to excellent precision (Fig. 3f).

4.2. Aperiodic flow

With a water depth of $H = 2500$ m the flow enters a chaotic regime, even without time-dependent forcing. The two experiments we present here comprise a relatively
weakly-varying chaotic case \( (f(T/T) = 1) \) and a strongly-varying chaotic case \( (f(T/T) = 1 - 0.5 \sin(2\pi t/T)) \).

The weakly chaotic experiment has an aperiodic KE timeseries with an average KE of \( 2.9 \times 10^{-3} \) m\(^2\) s\(^{-2}\), substantially larger than the periodic cases shown above (Fig. 4a). To illustrate the circulation in this experiment, we show in Fig. 5 the mean sea-surface height and a snapshot of the same field. Clearly, the chaotic KE variations are associated with substantial disruptions of the basic double-gyre circulation and hence the transport pathways and timescales. The BIR and TTD realisations in Fig. 4c reflects these changes by exhibiting more variability than for the periodic cases. Individual realisations now have multiple peaks and there is no longer any correspondence between individual TTD and BIR functions. Fig. 4e shows the ensemble average TTD and BIR (over 30 realisations). There is good agreement between the ensemble means, as predicted by theory, but more variance than in the periodic cases.

Finally, we show in the right column of Fig. 4 the results from the strongly chaotic experiment. Now the average KE is \( 7.4 \times 10^{-3} \) m\(^2\) s\(^{-2}\), larger than before. The flow is highly intermittent with sporadic periods of very high KE corresponding to highly energetic, nearly symmetric gyres that occupy the whole domain. During the intervening quiescent periods the variability resembles that found in the weakly chaotic experiment. As before, the ensemble-mean TTD and BIR functions are very similar. In fact, they are significantly closer in this experiment than for the weakly chaotic case. The TTD and BIR realisations show significant variability from case to case. Fig. 4f shows that the typical fluctuations in TTD and BIR densities are around 50–100% of the mean density near the modal transit-times, for example. The typical fluctuation is much smaller in the tails, however.

4.3. Moments

Good agreement between the ensemble-averaged TTD and BIR realisations implies agreement of the moments of these functions too. Nevertheless, it is interesting to see the exact level of agreement because in some circumstances the moments are more useful than the TTD functions themselves (ZHW). Table 1 shows results on the first two moments (mean transit-time, \( \Gamma \) and width, \( \Delta \); Section 2, ZHW) from the four numerical experiments. The periodic flows have very similar \( \Gamma \) and \( \Delta \) values, but with greater variability in the strong sawtooth forcing
run. The chaotic flows have significantly smaller values of \( \Gamma \) and \( \Delta \), in line with the greater KE in these experiments. The variability is also larger than for the periodic flows. In all cases, the agreement between the TTD and the BIR estimates of \( \Gamma \) and \( \Delta \) is very good. Based on the standard deviations for the strong chaotic flows shown in Table 1, the typical sampling error by which \( \Gamma \) and \( \Delta \) differ from their ensemble-mean values is about 15% and 5%, respectively, for a single realisation. Therefore, taking a single BIR realisation as a surrogate for a single TTD realisation will give errors at this level typically. For the less energetic flows the errors are less because the circulation is both weaker (larger \( \Gamma \) and \( \Delta \)) and less variable.

In some cases, the higher moments of the TTD are important, for example, when a tracer has a seasonal cycle in its surface source. Although convergence of higher moments is guaranteed by the theory in Section 2.3, the level of agreement seen for \( \Gamma \) and \( \Delta \) may not apply, and convergence may be slower. Hints of this point may be seen in Fig. 4c and d, where the high-frequency TTD and BIR fluctuations (which influence higher moments) are seen to be essentially independent. If moments alone are required, rather than the full TTD, then the methods of Delhez and Deleersnijder (2002) and Zhang et al. (2005) can be employed (the \( N \)th moment is found from a forward advection–diffusion problem and the \( N - 1 \) lower order moments).

5. Conclusion

In this paper, we have discussed the practical issues involved in computing the transit-time distribution (TTD; \( G^\prime \)) for unsteady general circulation models. This task is relatively familiar and straightforward for steady circulations. It involves integrating an impulsive tracer using the regular forward tracer equation (called here a boundary impulse response, BIR) and then using the property that guarantees equality of the BIR and the TTD for steady flow (Section 2.2).

For unsteady flow, theory shows that the BIR and TTD are distinct quantities, however. In this case, three approaches are distinguished: First, one may determine the TTD at every field time by integrating many BIR tracers at closely spaced source times and hence span across the entire boundary propagator as a function of source time and field time. This approach is demanding of both computer time and storage, but is relatively efficient when fine resolution of \( G^\prime \) over field point and field time is needed (Method 0 in Section 2.3). Second, one may determine \( G^\prime \) by integrating the adjoint tracer equation backwards as described in Section 2.3 (Method 1). This approach is relatively efficient when \( G^\prime \) is needed for a few field points and field times, but it requires software to integrate the adjoint tracer equation which is not always available. Third, one may exploit the statistical relation between TTD realisations and BIR realisations stated in Section 2.3 (Method 2). This relation states that although the TTD and BIR functions are distinct in unsteady flow, their statistics over different realisations spanning corresponding intervals of source time and field time are identical. Thus, one can use ensembles of BIRs in lieu of ensembles of TTDs to estimate the statistical properties of the TTD. This approach is relatively efficient for cases with few field points and field times and is easy to implement.

Tests to illustrate these ideas in a simple circulation model with a wide variety of unsteady flow regimes illustrate and confirm the theory (Section 4). There is convincing agreement in the ensemble-averaged TTD and BIR functions for all experiments. Fluctuations between individual TTD and BIR realisations are typically around 50–100% near the modal times in the strongly variable flows (perhaps associated with mesoscale eddies in ocean gyres). In the tails, and for periodic flows (perhaps associated with the seasonal cycle in the upper ocean), the typical fluctuations are much smaller. When interest lies in the TTD moments, as it often does in applications concerning real observable tracers, the numerical results are encouraging. For strongly variable flow, the standard deviation
from the ensemble-mean transit-time, , and TTD width, , is typically around 10%. For weakly-periodic flow, the standard deviation is around 1%. The typical error incurred by swapping a single realisation of the BIR for a single realisation of the TTD is of the same order. The difference between 40-member ensemble-means was seen to be much less, as expected, because the ensemble-mean BIR and TTD must be identical in the limit of large, appropriately congruent, ensembles (Section 2.3).

These results suggest that Method 2 (BIRs as statistical surrogates of the TTDs) may achieve adequate accuracy for some applications when the difficulty or expense of the more accurate methods is a serious obstacle. Investigators should remain aware, however, that for unsteady flows BIR realisations are unequal to TTD realisations. It is straightforward to construct cases where the BIR and TTD are unrelated. For example, consider the hypothetical case where the TTD for field time is required, and the flow changes impulsively at (perhaps the advecting flow simply stops at time ). The BIR found from a tracer release at source time will then be unrelated to the TTD at field time . The numerical examples in Section 4 illustrate a range of flows with oceanographic relevance, but any finite set of experiments is necessarily incomplete. If the level of agreement shown is inadequate, or the flows of interest differ substantially, then Methods 0 and 1 should be used. Nevertheless, for some purposes, where low-order moments or the ensemble-averaged TTD is required for example, Method 2 may well be satisfactory.
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Appendix. Equal TTD and BIR expectations

Here we justify the statement in Section 2 that the expectations of the TTD and BIR over transit-time are equal in unsteady flow for the same point. Statement (8) holds because of the following identity:

\[
\int_{T_1}^{T_2} \mathcal{G}(\vec{r}, t, t - \tau) \, d\tau = \int_{T_1}^{T_2 - \tau} \mathcal{G}(\vec{r}, t + \tau, t') \, d\tau',
\]

(11)
which can be seen through the simple change of variable, . In this equality, the left hand side is an integral over different TTDs at different field times along a line of constant transit-time , and the right hand side is an integral over different BIRs at different source times along the same path. Letting this path extend to infinity gives the expectation of all TTDs at a fixed (left) and the expectation of all BIRs at the same (right). These expectations are equal because of (11), which implies (8).

We know from Holzer and Hall (2000) that the TTDs are normalised over transit-time for all and , but what about the BIRs? Integrating both sides of (11) with respect to gives

\[
\int_{0}^{\infty} \int_{T_1}^{T_2} \mathcal{G}(\vec{r}, t, t - \tau) \, d\tau \, d\tau = \int_{0}^{\infty} \int_{T_1}^{T_2 - \tau} \mathcal{G}(\vec{r}, t + \tau, t') \, d\tau \, d\tau',
\]

(12)

\[
\int_{T_1}^{T_2} \mathcal{G}(\vec{r}, t, t - \tau) \, d\tau = \int_{T_1}^{T_2 - \tau} \mathcal{G}(\vec{r}, t + \tau, t') \, d\tau',
\]

(13)

\[
T_2 - T_1 = \int_{0}^{\infty} \int_{T_1 - \tau}^{T_2 - \tau} \mathcal{G}(\vec{r}, t + \tau, t') \, d\tau \, d\tau',
\]

(14)

\[
\int_{T_1}^{T_2} \int_{T_1}^{T_2 - \tau} \mathcal{G}(\vec{r}, t + \tau, t') \, d\tau \, d\tau'.
\]

(15)

The last step is written with the inner integral of the BIR over transit times as is needed for a BIR normalisation condition. The integration area in the plane extends to in source time, not in field time, however. Therefore, the limits of integration of the BIR over are not correct for the desired normalisation formula: the TTD normalisation cannot simply be manipulated into an BIR normalisation. Nevertheless, as , the region of integration expands to fill all non-negative transit-times and we find

\[
\lim_{T_1, T_2 \to -\infty} - \frac{1}{T_2 - T_1} \int_{T_1}^{T_2} \mathcal{G}(\vec{r}, t + \tau, t') \, d\tau \, d\tau' = 1,
\]

(16)
assuming that dies away with an asymptotic exponential behaviour at very large transit-times, as it must (Haine and Hall, 2002, Zhang, 2005; this kills off the second integral in (15)). Statement (16), justifying (9), says that BIRs are normalised on average, but individual BIR functions are not individually normalised, unlike individual TTD functions.

Average moments of the BIR and TTD satisfy similar relations to (16) for similar reasons. That is

\[
\lim_{T_1, T_2 \to -\infty} - \frac{1}{T_2 - T_1} \int_{T_1}^{T_2} m_n(\vec{r}, t) \, d\tau = \int_{T_1}^{T_2} \int_{T_1}^{T_2} m_n(\vec{r}, t') \, d\tau \, d\tau',
\]

(17)
where the moments of the TTD, , and the BIR, , satisfy

\[
m_n(\vec{r}, t) = \int_{0}^{\infty} \tau^n \mathcal{G}(\vec{r}, t, t - \tau) \, d\tau,
\]

(18)

\[
m_n(\vec{r}, t') = \int_{0}^{\infty} \tau^n \mathcal{G}(\vec{r}, t + \tau, t') \, d\tau.
\]

(19)
The centered moments, such as the TTD width $\Delta$, also have this property.
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